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Abstract 

We have computed the α−, β− and γ− duals of the new sequence spaces bsu(T ), csu(T ) and 

cs0
u(T ) of non-absolute type which have recently been introduced. Also, we Characterize 

some matrix classes from the spaces bsu(T ), csu(T ) and cs0
u(T ) to the spaces lp, c and c0, 

where 1 ≤ p ≤ ∞. 

Keywords: α−, β− and γ− duals, matrix mappings,  transformations. 

1. Introduction: 

Let ω be the space of all real valued sequences. A sequence space is a vector space whose 

elements are infinite sequences of real or complex numbers. For instance, the classical 

sequence spaces l∞, c and c0 are BK- spaces with their usual norms, are the spaces of all 

bounded, convergent and null sequences respectively normed by  x  = supk|xk|. Also, 

bs, cs, l1and lpwith p-norm || x ||p = (∑ |xk|
p∞

k=1 )
1
p⁄ denote the spaces of all bounded, convergent, 

absolutely and p-absolutely convergent series respectively, where 1 ≤ p ≤ ∞. That is, 

 bs = {x ∈ w : (∑ xk)
n
k=1 ∈ l∞}: cs = {x ∈ w : (∑ xk)

n
k=1  ∈ c} and cs0 = {x ∈ w : (∑ xk)

n
k=1  ∈ c0}. 

   

     Let X and Y be any two Sequence spaces and A = (ank) be an infinite matrix of real numbers 

ank, where n, k ∈ N. Then we say that A defines a matrix transformation from X into Y and is 

denoted by A: X → Y if for every sequence x = (xk) ∈ X, the sequence Ax = (An(x)), the                    

A-transform of x is in Y where An(x) = ∑ ank xkk  (k, n ∈ N).                                                                     (1.1) 

For simplicity in notion here and in what follows, the summation without limit runs from 0 to 

∞.  By ℱ, we shall denote the collection of all finite subsets of N. By (X, Y), we denote the class 

of all matrices A such that A: X→ Y. Thus, A ∈ (X, Y) if and only if the series on the right hand 
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side of (1.1) converges for each n ∈ N and every x ∈ X, we have Ax = {An(x)}n∈N ∈ Y for all        

x ∈ X. 

     Assume here and after that u = (uk) be an sequence such that uk ≠ 0 for all k ∈ N and t = (tk) 

be a strictly increasing sequence of positive reals. By using the matrix domain of a triangle infinite 

matrix many sequence spaces have recently been defined by several authors. The new Generalized 

difference triangle matrix T = (tnk
u ) constituted by using sequence (tn) and non-zero sequence (un) 

have been introduced and studied by Shanmugavel and Pandiarani[15] to the sequence spaces 

c0
u(T), cu(T), l∞

u (T) and lp
u(T) of non-absolute type. By using the matrix domain T introduced by 

Shanmugavel and Pandiarani[15], Essakiammal @ Shunmugam and Pandiarani[6] have just 

introduce the new sequence spaces bsu(T),  csu(T) and cs0
u(T) of non-absolute type which are the 

set of sequences whose T-transform are in the spaces bs, cs and cs0 respectively, where T denotes 

the matrix T = (tnk
u ) defined by 

       tnk
u

 = 

{
  
 

  
 

tn−tn−1 

tn
un                                                   if k = n

.
tn−2−tn−1

tn
un−1                                                     if k = n − 1   

                   
            0                                                                       if 0 ≤ k < n − 1 

                                                                                                      (or) k > n   (n, k ϵ N)
 

 

     Following Choudhary and Mishra[5], Basar and Altay[1][2][3], Shanmugavel and 

Pandiarani[15], the new sequence spaces  bsu(T),  csu(T) and cs0
u(T) which were defined by 

Essakiammal @ Shunmugam and Pandiarani [6]as follows: 

bsu(T) = {x = (xk) ϵ ω: Supk∈N | ∑ (
tn−tn−1

tn
 unxn −

tn−1−tn−2

tn
 un−1xn−1 ) 

k
n=1 | < ∞} 

 csu(T) = {x = (xk) ϵ ω: lim
k→∞

∑ (
tn−tn−1

tn
 unxn − 

tn−1−tn−2

tn
un−1xn−1 ) 

k
n=1 exists} 

cs0
u(T) = {x = (xk) ϵ ω: lim

k→∞
∑ (

tn−tn−1

tn
 unxn − 

tn−1−tn−2

tn
un−1xn−1 )

k
n=1  = 0} 

Define the sequence y = (yn) which will be frequently used as the T-transforms of a sequence         

x = (xn), i.e:) yn = Tn(x) =  
tn−tn−1

tn
 unxn −

tn−1−tn−2

tn
 un−1xn−1    (n ∈ N)                           (1.2) 

 

2. The α-, β-, γ- duals of the spaces 𝐛𝐬𝐮(𝐓), 𝐜𝐬𝐮(𝐓) and 𝐜𝐬𝟎
𝐮(𝐓) 

I n  t h i s  p r e s e n t  s e c t i o n ,  w e  h a v e  c o m p u t e d  t h e  α-, β-, γ- duals of the 

spaces bsu(T), csu(T) and cs0
u(T). For arbitrary spaces X and Y, the set M(X, Y) defined by  

         M(X, Y) = {a = (ak) ∈ ω: ax = (akxk)  ∈ Y for all x=(xk) ∈ X}                                     (2.1) 

is called the multiplier space of X and Y. It is easy to observe that the sequence space Z with          

Y⊂ Z and Z ⊂ X that the inclusion M(X, Y) ⊂ M(X,  Z) and M(X, Y) ⊂ M(Z, Y) hold respectively. 
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With the notation of (2.1), the α−, β− and γ− duals of a sequence space X respectively are 

denoted by Xα, Xβand Xγare defined by 

Xα= M(X, l1) 

Xβ= M(X, cs) 

Xγ= M(X, bs) 

It is clear that   Xα ⊂ Xβ ⊂ Xγ. It is obvious that the inclusions 

  Xα ⊂ Yα, Xβ ⊂ Yβ  and  Xγ ⊂ Yγ hold, whenever Y ⊂ X. 

The following are the known fundamental results for this section. 

Lemma 2.1 A= (ank) ∈ (cs: l1) if and only if  

                         SupN,K ∈ℱ|∑ ∑ (ank − an,k−1)k ∈Kn∈N | <  ∞                                                        (2.2)   

Lemma 2.2 A= (ank) ∈ (cs0: l1) if and only if 

                      SupN,K ∈ℱ|∑ ∑ (ank − an,k+1)k ∈Kn∈N | <  ∞.                                                       (2.3) 

Lemma 2.3 A= (ank) ∈ (bs: l1) if and only if  (2.3) holds and  

                        lim
                                 k

ank = 0   ∀ n ∈  N.                                                                                          (2.4)            

Lemma 2.4 A= (ank) ∈ (cs: c) if and only if  

                        Supn ∑ |ank − an,k+1|k < ∞ and                                                                             (2.5) 

                     lim
k
ank exist for all k ∈ N.                                                                                      (2.6) 

Lemma 2.5 A= (ank) ∈ (cs0: c) if and only if  (2.5) holds and  

                        lim
                                   n

(ank − an,k+1) exist for all k ∈ N.                                                                      (2.7) 

Lemma 2.6 A= (ank) ∈ (bs: c) iff (2.4) and (2.6) holds and  

                        ∑ |ank − an,k−1|k  converges.                                                                                  (2.8) 

Lemma 2.7 A= (𝑎𝑛𝑘) ∈ (cs: 𝑙∞) if and only if  

                     𝑆𝑢𝑝𝑛 ∑ |𝑎𝑛𝑘 − 𝑎𝑛,𝑘−1|𝑘  < ∞.                                                                                   (2.9) 

Lemma 2.8 A= (𝑎𝑛𝑘) ∈ (𝑐𝑠0: 𝑙∞) if and only if (2.5) holds. 

Lemma 2.9 A= (𝑎𝑛𝑘) ∈ (bs: 𝑙∞) iff (2.4) and (2.5) holds. 

Theorem 2.10 Define the sets 𝑀1 and 𝑀2 as follows  
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𝑀1= {a= (𝑎𝑛) ∈ 𝜔: 𝑆𝑢𝑝𝑁,𝐾 ∈ℱ|∑ ∑ (𝑣𝑛𝑘 − 𝑣𝑛,𝑘−1)𝑘 ∈𝐾𝑛∈𝑁 | <  ∞ 

𝑀2= {a= (𝑎𝑛) ∈ 𝜔: 𝑆𝑢𝑝𝑁,𝐾 ∈ℱ|∑ ∑ (𝑣𝑛𝑘 − 𝑣𝑛,𝑘+1)𝑘 ∈𝐾𝑛∈𝑁 | <  ∞, where the matrix V = 𝑣𝑛𝑘 is 

defined via the sequence a= (𝑎𝑛) ∈ 𝜔 by 

𝑣𝑛𝑘={
𝑡𝑘

(𝑡𝑛−𝑡𝑛−1)𝑢𝑛
𝑎𝑛       0 ≤ 𝑘 ≤ 𝑛

0                   𝑘 > 𝑛
 

for all n, k ∈ N. Then {𝑐𝑠𝑢(𝑇)}𝛼 = 𝑀1 and  {𝑐𝑠0
𝑢(𝑇)}𝛼 =  {𝑏𝑠𝑢(𝑇)}𝛼 = 𝑀2 

 

Proof: Let a= (𝑎𝑛) ∈ 𝜔. Then by considering the relation  

 𝑦𝑛 = 𝑇𝑛(𝑥) =  
𝑡𝑛−𝑡𝑛−1

𝑡𝑛
 𝑢𝑛𝑥𝑛 −

𝑡𝑛−1−𝑡𝑛−2

𝑡𝑛
 𝑢𝑛−1𝑥𝑛−1    (n ∈ N)  and 𝑥𝑘 = ∑

𝑡𝑗

(𝑡𝑘−𝑡𝑘−1)𝑢𝑘
𝑦𝑗

𝑘
𝑗=0 , we  

get an immediate equality that 𝑎𝑛𝑥𝑛 = ∑
𝑡𝑘

(𝑡𝑛−𝑡𝑛−1)𝑢𝑘
𝑎𝑛𝑦𝑘

𝑛
𝑘=0  =𝑉𝑛(𝑦), n ∈ N.                       (2.10) 

From (2.10), we observe that ax = (𝑎𝑛𝑥𝑛) ∈ 𝑙1, whenever x = (𝑥𝑘) ∈ 𝑐𝑠
𝑢(𝑇) iff 𝑉𝑛(𝑦) ∈ 𝑙1, 

whenever y = (𝑦𝑘) ∈ 𝑐𝑠. 

From this, it means that the sequence a = (𝑎𝑛) ∈ {𝑐𝑠
𝑢(𝑇)}𝛼 if and only if V ∈ (𝑐𝑠: 𝑙1). 

Hence, we obtain by lemma 2.1 with V instead of A that a = (𝑎𝑛) ∈ {𝑐𝑠
𝑢(𝑇)}𝛼 if and only if  

𝑆𝑢𝑝𝑁,𝐾 ∈ℱ|∑ ∑ (𝑣𝑛𝑘 − 𝑣𝑛,𝑘−1)𝑘 ∈𝐾𝑛∈𝑁 | <  ∞ this yields that {𝑐𝑠𝑢(𝑇)}𝛼 = 𝑀1. 

Similarly, we can deduce from lemma 2.3 with (2.10) that a = (𝑎𝑛) ∈ {𝑏𝑠𝑢(𝑇)}𝛼 if and only if       

V ∈ (bs:𝑙1). Clearly, the columns of the matrix B are in the space c0 since 𝑙𝑖𝑚
𝑛
𝑣𝑛𝑘 = 0 for all             

k ∈ 𝑁. 

From (2.3), we obtain that 𝑆𝑢𝑝𝑁,𝐾 ∈ℱ|∑ ∑ (𝑣𝑛𝑘 − 𝑣𝑛,𝑘+1)𝑘 ∈𝐾𝑛∈𝑁 | <  ∞                                 (2.11) 

This gives that  {𝑐𝑠0
𝑢(𝑇)}𝛼 =  {𝑏𝑠𝑢(𝑇)}𝛼 = 𝑀2. This completes the proof. 

Theorem 2.11 Define the sets M3 and M4 as follows 

M3 = {𝑎 =  (𝑎𝑘) ∈ 𝜔: ∑ |∆̃ ( ∆̃ (
𝑎𝑘

𝑡𝑘−𝑡𝑘−1
) 𝑡𝑘)| <  ∞∞

𝑘=0 } 

M4 = { 𝑎 =  (𝑎𝑘) ∈ 𝜔: 𝑆𝑢𝑝𝑘 |
𝑡𝑘

𝑡𝑘− 𝑡𝑘−1
 𝑎𝑘| <  ∞} 

M5 = { 𝑎 =  (𝑎𝑘) ∈ 𝜔: 𝑙𝑖𝑚𝑘→∞ |
𝑡𝑘

𝑡𝑘− 𝑡𝑘−1
 𝑎𝑘| 𝑒𝑥𝑖𝑠𝑡𝑠} 

Where  ∆̃ (
𝑎𝑘

𝑡𝑘−𝑡𝑘−1
) = 

𝑎𝑘

𝑡𝑘−𝑡𝑘−1
−

𝑎𝑘+1

𝑡𝑘+1−𝑡𝑘
 for all k ∈ 𝑁. Then {𝑐𝑠𝑢(𝑇)}𝛽 = {𝑐𝑠0

𝑢(𝑇)}𝛽 = 𝑀3 ∩𝑀4 

and {𝑏𝑠𝑢(𝑇)}𝛽 = 𝑀3 ∩𝑀5.  
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Proof: Take any a = (𝑎𝑘) ∈ 𝜔 and consider the equation 

∑ 𝑎𝑘𝑥𝑘  =  ∑ [∑
𝑡𝑗

(𝑡𝑘 − 𝑡𝑘−1)𝑢𝑘

𝑘

𝑗=0

 𝑦𝑗] 𝑎𝑘

𝑛

𝑘=0

𝑛

𝑘=0
 

                                 = ∑ ∆̃ ( 
𝑎𝑘

𝑡𝑘−𝑡𝑘−1
)𝑛−1

𝑘=0 𝑡𝑘𝑦𝑘 + 
𝑡𝑛

𝑡𝑛−𝑡𝑛−1
𝑎𝑛𝑦𝑛 

                                                              = 𝐷𝑛(𝑦)                                                                      (2.12) 

Where the matrix D = (𝐷𝑛𝑘
𝑢 ) defined by  

𝑡𝑛𝑘
𝑢 =

{
 
 

 
                 ∆̃ ( 

𝑎𝑘
𝑡𝑘 − 𝑡𝑘−1

) 𝑡𝑘              𝑖𝑓 0 ≤ 𝑘 ≤ 𝑛 − 1

𝑡𝑛
𝑡𝑛 − 𝑡𝑛−1

 𝑎𝑛             𝑖𝑓 𝑘 = 𝑛

   0                           𝑖𝑓 𝑘 > 𝑛

 

for all n, k ∈ N. 

By (2.12), we deduce that ax = (𝑎𝑘𝑥𝑘) ∈ 𝑐𝑠 where x = (𝑥𝑘) ∈ 𝑐𝑠
𝑢(𝑇) iff 𝐷𝑛(𝑦) ∈ 𝑐 

whenever y = (𝑦𝑘) ∈ 𝑐𝑠. 

From this, we get a = (𝑎𝑘) ∈ {𝑐𝑠
𝑢(𝑇)}𝛽 if and only if 𝐷𝑛(𝑦) ∈ (𝑐𝑠: 𝑐). 

Therefore, by using lemma 2.4, we derive from (2.5) and (2.6), we have  

∑ |∆̃ ( ∆̃ (
𝑎𝑘

𝑡𝑘−𝑡𝑘−1
) 𝑡𝑘)| <  ∞∞

𝑘=0 , 

𝑆𝑢𝑝𝑛 |
𝑡𝑘

𝑡𝑘− 𝑡𝑘−1
 𝑎𝑛| <  ∞ and 

𝑙𝑖𝑚
𝑛
𝐷𝑛𝑘
𝑢 = ∆̃( 

𝑎𝑘
𝑡𝑘 − 𝑡𝑘−1

) 𝑡𝑘  

respectively. Thereby , We obtain {𝑐𝑠𝑢(𝑇)}𝛽 = 𝑐𝑠𝑜
𝑢(𝑇)}𝛽 = 𝑀3⋂ 𝑀4 

 The proof for the space 𝑏𝑠𝑢(𝑇) may be obtained in a similar way yields the result that        

{𝑏𝑠𝑢(𝑇)}𝛽 = 𝑀3⋂ 𝑀5 

Theorem 2.12  The 𝛾-duals for the spaces  𝑐𝑠𝑢(𝑇), 𝑐𝑠𝑜
𝑢(𝑇), 𝑏𝑠𝑢(𝑇) is the set 𝑀3⋂ 𝑀4 

Proof:  We prove this theorem by using lemma 2.7, lemma 2.8, lemma 2.9 instead of lemma 2.4 

in theorem 2.11 we get the desired result . 

3. CERTAIN MATRIX MAPPINGS ON THE SPACES 𝒃𝒔𝒖(𝑻), 𝒄𝒔𝒖(𝑻) 𝒂𝒏𝒅 𝒄𝒔𝟎
𝒖(𝑻) 
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     Here in this section, we characterize the matrix classes (𝑐𝑠𝑢(𝑇): 𝑙𝑝), (𝑐𝑠0
𝑢(𝑇): 𝑙𝑝), 

(𝑏𝑠𝑢(𝑇): 𝑙𝑝),  (𝑐𝑠
𝑢(𝑇): 𝑐0), (𝑐𝑠0

𝑢(𝑇): 𝑐0), (𝑏𝑠𝑢(𝑇): 𝑐0),  (𝑐𝑠
𝑢(𝑇): 𝑐), (𝑐𝑠0

𝑢(𝑇):c), (𝑏𝑠𝑢(𝑇): 𝑐), 

where 1≤ 𝑝 ≤ ∞. 

 For an infinite matrix A= (𝑎𝑛𝑘)  we write that   

�̃�𝑛𝑘=∆̃ (
𝑎𝑛𝑘

𝜆𝑘−𝜆𝑘−1
) 𝜆𝑘 = (

𝑎𝑛𝑘

𝜆𝑘−𝜆𝑘−1
−

𝑎𝑛,𝑘+1

𝜆𝑘+1−𝜆𝑘
) 𝜆𝑘       (n, k ∈ 𝑁) 

The list of the following lemmas will be needed in proving our results. 

Lemma 3.1 A = (𝑎𝑛𝑘) ∈ (𝑐𝑠: 𝑐0) if and only if (2.5) holds and  

                       𝑙𝑖𝑚
𝑛
𝑎𝑛𝑘 = 0 ( ∀ 𝑘 ∈ 𝑁)                                                                                          (3.1) 

 

Lemma 3.2 A = (𝑎𝑛𝑘) ∈ (𝑐𝑠𝑜: 𝑐0) if and only if (2.5) holds and   

                       𝑙𝑖𝑚
𝑛
(𝑎𝑛𝑘 − 𝑎𝑛,𝑘+1) = 0      ( ∀ 𝑘 ∈ 𝑁)                                                                   (3.2) 

Lemma 3.3 A = (𝑎𝑛𝑘) ∈ (𝑏𝑠: 𝑐0) if and only if (2.4) holds and 

                    𝑙𝑖𝑚
𝑛
∑ |𝑎𝑛𝑘 − 𝑎𝑛,𝑘+1|𝑘 = 0                                                                                    (3.3) 

Lemma 3.4  𝐴 =  (𝑎𝑛𝑘) ∈ (𝑐𝑠0: 𝑙𝑝)𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓   

                       𝑠𝑢𝑝𝑘 ∑ |∑ (𝑎𝑛𝑘 − 𝑎𝑛,𝑘+1)𝑘∈𝐾 |
𝑝

𝑘 < ∞      (1< 𝑝 < ∞)                                          (3.4) 

Lemma 3.5  𝐴 =  (𝑎𝑛𝑘) ∈ (𝑐𝑠: 𝑙𝑝)𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓   

                       𝑠𝑢𝑝𝑘 ∑ |∑ (𝑎𝑛𝑘 − 𝑎𝑛,𝑘−1)𝑘∈𝐾 |
𝑝

𝑛 < ∞      (1< 𝑝 < ∞)                                          (3.5) 

Lemma 3.6 𝐴 =  (𝑎𝑛𝑘) ∈ (𝑏𝑠: 𝑙𝑝)𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓  (2.4) and (3.4) holds. 

Theorem 3.7 (𝑖) 𝐴 =  (𝑎𝑛𝑘) ∈ (𝑐𝑠
𝑢(𝑇): 𝑙∞) if and only if 

                            𝑠𝑢𝑝𝑛 ∑ |�̃�𝑛𝑘 − �̃�𝑘−1|
∞
𝑘=0  < ∞    and                                                                (3.6) 

                            𝑠𝑢𝑝𝑘 |
𝑡𝑘

𝑡𝑘−𝑡𝑘−1
𝑎𝑛𝑘| < ∞                                                                                    (3.7) 

(ii) 𝐴 =  (𝑎𝑛𝑘) ∈ (𝑐𝑠0
𝑢(𝑇): 𝑙∞) if and only if (3.7) ℎ𝑜𝑙𝑑𝑠 𝑎𝑛𝑑  

                               𝑠𝑢𝑝𝑛 ∑ |�̃�𝑛𝑘 − �̃�𝑘−1|
∞
𝑘=0  < ∞                                                                          (3.8) 

(iii) 𝐴 =  (𝑎𝑛𝑘) ∈ (𝑏𝑠
𝑢(𝑇): 𝑙∞) if and only if (3,8) ℎ𝑜𝑙𝑑𝑠 𝑎𝑛𝑑  

                              𝑙𝑖𝑚
𝑘→∞

|
𝑡𝑘

𝑡𝑘−𝑡𝑘−1
𝑎𝑛𝑘| exists,                                                                                  (3.9) 
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                               𝑙𝑖𝑚
                                           𝑘

�̃�𝑛𝑘 = 0 and                                                                                      (3.10) 

                               𝑠𝑢𝑝𝑛|𝑎𝑛| <  ∞                                                                                              (3.11) 

Proof:  Suppose that the conditions (3.6) and (3.7) holds.  Let us take any x = (𝑥𝑘)  ∈  𝑐𝑠
𝑢(𝑇) 

Then by theorem 2.11 that (𝑎𝑛𝑘)𝑘=0
∞  ∈ {𝑐𝑠𝑢(𝑇)}𝛽 for all n ∈  𝑁 

From this, the existence of A-transform of x i.e) Ax exists and clearly its associated sequence           

y = (𝑦𝑘) is in cs and hence y ∈  𝑐0.  By using the relation of (𝑦𝑘), the following equality can be 

derived form the 𝑚𝑡ℎ partial sum of the series ∑ 𝑎𝑛𝑘𝑥𝑘𝑘 : 

∑ 𝑎𝑛𝑘𝑥𝑘
𝑚
𝑘=0  = ∑ 𝑎𝑛𝑘𝑦𝑘   

𝑚−1
𝑘=0 + 

𝑡𝑚

𝑡𝑚−𝑡𝑚−1
𝑎𝑛𝑚𝑦𝑘       (∀ 𝑛,𝑚 ∈  𝑁)                                         (3.12) 

By using (3.6) and (3.7) from (3.12) as m→ ∞.  We obtain  

∑ 𝑎𝑛𝑘𝑥𝑘𝑘  = ∑ �̃�𝑛𝑘𝑘 𝑦𝑘 for all n ∈  𝑁                                                                                        (3.13) 

Further, since the matrix �̃� = (�̃�𝑛𝑘) is in the class (cs:𝑙∞) by lemma 3.7 and (3.6) We have            

�̃�𝑦 ∈ 𝑙∞. 

Thus, by deducing from (1.1) and (3.13) that  Ax ∈ 𝑙∞ and hence A ∈ (𝑐𝑠𝑢(𝑇): 𝑙∞). 

Conversely, Suppose that A ∈ (𝑐𝑠𝑢(𝑇): 𝑙∞).  Then (𝑎𝑛𝑘)𝑘=0
∞   ∈ {𝑐𝑠𝑢(𝑇)}𝛽 for all  n ∈  𝑁. 

With theorem 2.11 it implies that both (3.7) and ∑ |�̃�𝑛𝑘 − �̃�𝑘+1| < ∞∞
𝑘=0   for all  n ∈  𝑁  and this 

together imply that the relation (3.13) holds for all sequemces x ∈ 𝑐𝑠𝑢(𝑇) and  y ∈ 𝑐𝑠. 

By hypothesis , Ax  ∈ 𝑙∞, we obtain by (3.13), that �̃�𝑦 ∈  𝑙∞, showing that �̃�  ∈ (𝑐𝑠: 𝑙∞) where      

�̃� =  (�̃�𝑛𝑘) 

The necessity of (3.6) is an immediate proof by lemma 2.7.  This completes the proof of part (i). 

(ii) and (iii) can be proved similarly. 

Corollary 3.8  (i) A = (𝑎𝑛𝑘) ∈ (𝑐𝑠𝑢(𝑇): 𝑐) if and only if (3.7) and (3.8) hold and  

                            𝑙𝑖𝑚
𝑛→∞

(�̃�𝑛𝑘) exists.                                                                                           (3.14) 

(ii)  A = (𝑎𝑛𝑘) ∈ (𝑐𝑠𝑜
𝑢(𝑇): 𝑐) if and only if (3.7) and (3.8) hold and  

                                𝑙𝑖𝑚
𝑛
(�̃�𝑛𝑘 − �̃�𝑛,𝑘+1)  exists.                                                                            (3.15) 

(iii) A = (𝑎𝑛𝑘) ∈ (𝑏𝑠𝑢(𝑇): 𝑐) if and only if (3.10), (3.11) and (3.12) hold and              

                               𝑙𝑖𝑚
𝑛→∞

∑ |(�̃�𝑛𝑘 − (�̃�𝑘−1)|𝑘  exists  and                                                              (3.16)  

                                𝑙𝑖𝑚
                                                 𝑛

𝑎𝑛  exists.                                                                                               (3.17) 
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Corollary  3.9  (i) A = (𝑎𝑛𝑘) ∈ (𝑐𝑠𝑢(𝑇): 𝑐0) if and only if (3.7)and (3.8) hold and  

                            𝑙𝑖𝑚
𝑛
�̃�𝑛𝑘 = 0                                                                                                   (3.18) 

(ii)  𝐴 =  (𝑎𝑛𝑘) ∈  (𝑐𝑠𝑜
𝑢(𝑇): 𝑐0)𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 (3.7 )𝑎𝑛𝑑 (3.8)ℎ𝑜𝑙𝑑 𝑎𝑛𝑑 

                                𝑙𝑖𝑚
𝑛
(�̃�𝑛𝑘 − �̃�𝑛,𝑘+1)  = 0                                                                               (3.19) 

(iii) A = (𝑎𝑛𝑘) ∈ (𝑏𝑠𝑢(𝑇): 𝑐0) if and only if (3.9) and (3.10) hold and              

                                 𝑙𝑖𝑚
𝑛
∑ |(�̃�𝑛𝑘) − (�̃�𝑛,𝑘+1)|𝑘  = 0 and                                                              (3.20)                 

                             𝑙𝑖𝑚
𝑛
𝑎𝑛 = 0                                                                                                    (3.21) 

Corollary 3.10  (i) A = (ank) ∈ (csu(T): l1) if and only if (3.7) holds and  

                             ∑ |ãnk − ãn,k+1|k  < ∞                                                                                 (3.22) 

                                 supN,K ∈ℱ |∑ ∑ (ãnk − ãn,k−1k∈Kn∈N | <  ∞                                                  (3.23) 

(ii) A = (ank) ∈ (cso
u(T): l1) if and only if (3.7)  and (3.22)holds and 

                                supN,K ∈ℱ |∑ ∑ (ãnk − ãn,k+1k∈Kn∈N | <  ∞                                                 (3.24) 

(iii)  A = (ank) ∈ (bsu(T): l1) if and only if (3.9), (3.10) and (3.22), (3.24) hold and  

                                ∑ |an| <n   ∞                                                                                                 (3.25) 

Corollary 3.11 (i) A = (ank) ∈ (csu(T): lp) if and only if (3.7)  and (3.22) holds and 

                                  supk∈ℱ ∑ |∑ (ãnk − ãn,k−1)k∈K |
p

n < ∞                                                    (3.26) 

(ii) A = (ank) ∈ (cso
u(T): lp) if and only if (3.7)  and (3.22) holds and 

                              supk∈ℱ ∑ |∑ (ãnk − ãn,k+1)k∈K |
p

n < ∞                                                        (3.27) 

(iii) A = (ank) ∈ (bsu(T): lp) if and only if (3.9), (3.10), (3.22) and  (3.27) hold and  

                              ∑ |an|
p <n   ∞                                                                                                 (3.28) 

The proof of corollary 3.8, corollary 3.9, corollary 3.10, corollary 3.11 are similar to theorem  3.7 

therefore we omit their proofs. 
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